REQUEST FOR INFORMATION #359876

HIGH PERFORMANCE COMPUTER SYSTEM [BER-HPCS-1]
August 15, 2016
Battelle Memorial Institute, Pacific Northwest Division, management and operations contractor of the U.S. Department of Energy's Pacific Northwest National Laboratory (PNNL), in Richland, Washington, requests information to begin planning for the installation of a high performance computer system to be installed within the Environmental Molecular Sciences Laboratory (EMSL).

We expect the new system to be used for computational science to support EMSL’s mission in environmental and molecular science.  We are interested in systems that will achieve the best overall performance with the following classes of software (example codes are listed):
· Computational chemistry (NWChem
, especially DFT and QM/MM routines; LAMMPS
)

· Computational fluid dynamics as applied to pore-scale fluid flow (OpenFOAM
, TETHYS
, SPH
)

· Subsurface reactive transport simulators (PFLOTRAN
, eSTOMP
)
· Land surface process simulators (CLM
)

· Bioinformatics analysis codes/methods (DIAMOND
, HMMER
)

· Simulations of cellular metabolism (Biocellion
)

These codes fall broadly into three classes: 1) solvers of large systems of coupled partial and ordinary differential equations; 2) particle-based simulations; and 3) data-intensive comparative analyses.
The system workload is expected to consist mostly of jobs requiring 1024 or fewer x86_64 cores, with occasional important jobs requiring many more cores.  We anticipate a trend of increasing core count per job over the lifetime of the system.

Legacy codes and codes currently under development use a distributed memory model supporting both MPI and GA/ARMCI.  We also require the ability to overlap I/O with computation and the ability to use one-sided communications and remote direct memory access (RDMA).  For some of these codes, the integer performance is more important than the floating point performance.

While novel or unique hardware may be proposed, we do not expect to have sufficient funding available for extensive porting efforts for the listed software.  We expect to be able to easily compile and run the listed software on the new system with a nominal amount of effort needed to configure the software to take advantage of new hardware.  
Some characteristics of the desired system are listed below, with minimum performance parameters:
	Key Performance Parameter
	System Expectations

	Peak Floating Point Performance
	1,500 Teraflops

	Memory Bandwidth To and From the Processing Units within the node.  Describe memory hierarchy and performance for different memory access.
	60GByte/s

	Large Memory
	4 Gigabytes (GByte) per processing core

	High Bandwidth, Low Latency Node-to-Node Communication
	Bandwidth: ~ 100GBit/Sec 
Latency: 2 micro-sec node-to-node

	Large, shared storage 
	Storage: 3-5 Petabyte
I/O Bandwidth: 100 -200 GByte/sec


We’re interested in the cost for a base system with options to expand or shrink the system capability by 25%-50% based on available budget.  Describe interconnect, network, storage or other changes that would be required to accommodate these increases or decreases in size.
All hardware shall be covered by a hardware warranty or by a hardware support agreement for at least three years with options to extend hardware coverage to a fourth and a fifth year.

In addition to the system specified, we require specifications and pricing for a small “test” system that can be used to validate software changes before pushing them to the production system. This system should be the same architecture, or if not, the response should explain how the test system is equivalent in terms of functionality and node-level performance.
All storage, networking and computational components are expected to be configurable using open source software commonly available on RHEL 7 based systems.  This could be done using ssh, SNMP, a REST API or other common method.  Java interfaces for device or system management are strongly discouraged, and Windows interfaces for the same will not be acceptable.
We require optimizing FORTRAN and C/C++ compilers and associated debug tools to enable code debugging and optimization. 

We are looking for specific details about the following:

· Describe interconnect and topology used for high speed interprocess communication including any tradeoffs expected in your design.  For example:

· If a fat tree topology is used, what is the performance degradation and cost difference by having a sparser interconnect in the upper levels of the network?  

· Describe other network requirements and topology.  For example:

· Describe any network connection requirements, to connect the system to PNNL networks.  Will PNNL require any specific connections or optics?  (i.e. multiple 10Gb Ethernet ports, or 40 Gb Ethernet etc.) Are specific optics needed for your configuration?  Are there other specific requirements?
· Describe any non-traditional accelerator or memory options and the tradeoffs.  For example:

· If different levels of memory or NVRAM are available, describe performance and cost tradeoffs.  

· Describe cost and performance differences if proposing accelerator add-ins such as GPGPUs or FPGAs, including level of effort to have the software described above use these accelerators.
· Describe the storage system.  PNNL is interested in storage performance both as a traditional POSIX-like filesystem and also as an object storage platform.

· Describe any software required by the proposed solution.  What are the configuration and software requirements and what do licenses and maintenance cost for these options?  For example:

· If some components of the solution require specific hardware or software versions, describe those requirements.
· Describe the usual installation method used for this type of system.  What does the installation team look like?  Will this be a subcontract to a local team to position racks and run cables, etc., or is installation usually done by your employee team?
Facility Information:
The facility infrastructure and space will have the following characteristics:
· Forced air cooling will NOT be provided for this system.

· Vendor shall provide a Room-Neutral cooling solution (EMSL will only provide water for cooling this system).
· The provided computer shall have an integral water cooled room neutral solution capable of removing the rejected heat from the computer and maintaining the computer room at a maximum ambient air temperature of 86°F.
· Building chilled water will be provided to cool the computer. The Entering Water Temperature (EWT) will be 75°F and the Leaving Water Temperature (LWT) shall be designed to be 95°F.  The chilled water contains 25% propylene glycol.  Pressure Independent flow control valves shall be supplied by the computer vendor; the valves shall be controlled and powered by the computer cooling system.

· Pressure drop is between 22 and 28 PSI.
· Describe any differences if the EWT is increased to 80°F.

· Describe any needed plans for controlling common heat flow issues.  For example, in rear door heat exchanger systems, describe how you propose to prevent air leakage around cables, or prevent hot air backflow through computer systems.

· Describe the plan for cooling the system in a safe manner.
· We expect to provide chilled water below the raised computer floor to rack locations. Connections to building chilled water and any other water fittings shall be made below floor level.  
· We need to understand safeguards that will be in place to prevent coolant from contacting energized components or becoming an electrical hazard.  Automatic shut-off valves, water leak sensors or other methods must be explained. 
· Approximately 900 KW of power is available along with sufficient cooling to dissipate the heat generated by a 900KW system.
· 480V AC overhead power connections.
· Describe power requirements, for example, will PDUs be required to power network or storage equipment?  If so describe how these requirements will be met with PNNL only providing 480V AC overhead power connections.

· Rack or component level monitoring system that can be monitored over Ethernet using standard open source software commonly available on RHEL 7 based systems. 
· Describe the level of monitoring that will be available. 
· Existing raised computer floor supports 350lb/sf and 1000lb point load.  

In responding to this request for information PNNL requests vendors provide the following facility related information:

· Size and type of chilled water supply and return connections

· Maximum rack weight

· Power conditioning requirement or ride through capabilities of the power supplies.

· Indicate capability of system monitoring to be done over Ethernet connections.
· Any power distribution details, options, or requirements

· Configurations for any supplied Uninterruptable Power Supply (UPS). 

· In the interest of improving Power Usage Effectiveness (PUE), we would like to see data regarding the proposed solution’s environmental operating characteristics: 

· Allowable range of water input temperature

· Allowable range of ambient air temperature

· Power conditioning requirements

· Any other information the vendor feels is relevant.

Other General Information:

PNNL is seeking information about products that will have reached general availability by the end of April 2017 and which will meet PNNL’s needs to run scientific software like that listed above. Additional computational options or features that may improve performance are also of interest.
In addition to the general performance of the system. PNNL is especially interested in energy efficiency options, including power and cooling methods.  

PNNL currently plans to issue a request for proposals in the winter of 2016/17 timeframe and to award a contract in spring of calendar year 2017.  Delivery of the various phases of this system is expected to begin in the summer of 2017 and the entire system is expected to be fully operational by September of 2017.
The computer system purchase price is not expected to exceed $9M. Funds are not presently available to award this acquisition; however, funding is expected to be available at the time of the award.

PNNL DOES NOT INTEND TO AWARD A CONTRACT ON THE BASIS OF THIS REQUEST FOR INFORMATION OR TO OTHERWISE PAY FOR THE INFORMATION SOLICITED.

PNNL is seeking written responses to the above.  In addition to the written response, we are open to discussing the RFI in person in Richland, Washington, or on a phone call.  If you are interested in furnishing information, please contact PNNL using the contact information below.  
PNNL is interested in completing initial market research by September 30, 2016.  We look forward to hearing from you.

Contact Information:

Technical Questions:
Send all questions in writing to Andrea Fernandez and copy Kim Massie, who will obtain answers.  All Q&A will be provided to all vendors on the vendor list that is created.  We do not publish the vendor lists that we create.
Andrea.fernandez@pnnl.gov
Kim.massie@pnnl.gov
As questions are received and it becomes apparent there is a need for a conference call or RFI meeting in Richland to be set up, those actions will be taken.

Contract Questions:
Andrea Fernandez, Acquisition Lead, Contracts
Phone: (509) 375-6534
Fax: (509) 375-3818

andrea.fernandez@pnnl.gov 
Contracting Office Address: 

PO Box 999
MSIN K9-15
Richland, Washington 99352 

Place of Performance: 

EMSL 

3335 Innovation Blvd.
Richland, Washington 99354 

United States 

� � HYPERLINK "http://www.nwchem-sw.org/index.php/Main_Page" �http://www.nwchem-sw.org/index.php/Main_Page� 


� � HYPERLINK "http://lammps.sandia.gov/" �http://lammps.sandia.gov/� 


� � HYPERLINK "http://openfoam.org/" �http://openfoam.org/� 


� � HYPERLINK "http://dx.doi.org/10.1016/j.advwatres.2013.01.009" �http://dx.doi.org/10.1016/j.advwatres.2013.01.009� 


� � HYPERLINK "http://dx.doi.org/10.1177/1094342009358415" �http://dx.doi.org/10.1177/1094342009358415�  


� � HYPERLINK "http://www.pflotran.org/" �http://www.pflotran.org/� 


� � HYPERLINK "http://stomp.pnnl.gov/" �http://stomp.pnnl.gov/� 


� � HYPERLINK "http://www.cgd.ucar.edu/tss/clm/" �http://www.cgd.ucar.edu/tss/clm/� 


� � HYPERLINK "https://github.com/bbuchfink/diamond" �https://github.com/bbuchfink/diamond� 


� � HYPERLINK "http://hmmer.org/" �http://hmmer.org/� 


� � HYPERLINK "http://biocellion.com/" �http://biocellion.com/� 





